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Statistics at 4-hour mark: 57 submissions, 27 accepted, first after 00:31
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## Solution

(1) Dijkstra's algorithm finds all edges that are part of some shortest path from 1 to $n$.
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Given productivity values $\ell_{i}, f_{i}$ of $n$ coders and productivity $\ell, f$ of consultant for $t$-hour long project, is there a weighted average of coders such that $\ell_{\text {avg }} \geq \ell / t$ and $f_{\text {avg }} \geq f / t$ ? Handle many queries like this, interleaved with some of the $n$ coders leaving.

## Geometric View

(1) The coders are a set of points $P$ in 2D.
(2) The consultant query is another point $q$ in 2D.
(3) The weighted average exists if and only if $q$ is below the upper side of the convex hull of $P$.
(1) Coders leaving corresponds to points being
 removed, leading to the convex hull changing.
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(6) $O((n+e) \log n)$ total time complexity.
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Statistics at 4-hour mark: 24 submissions, 7 accepted, first after 01:42
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## I - Intact Intervals

## Problem
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Split one $3 \times 5$ as $3 \times 2+3 \times 3$ and the other as $1 \times 5+2 \times 5$ to get away with two splits.
(0) But this does give upper bound on number of breaks that may be needed (it is 9).
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where $t_{i}$ is the length of the $i$ th message sent.
(3) Note: length of the first and last message does not affect the total send time!
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## Formalized version of problem

Find integers $0 \leq a \leq b \leq c \leq d \leq m$ such that $2(b-a)+(c-b)+2(d-c)=x$.
Maximize $\left\{\begin{array}{c}\text { sum of cells of one row in range }[a, d) \\ \text { plus } \\ \text { sum of cells of other row in ranges }[a, b) \text { and }[c, d)\end{array}\right\}$
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## Solution outline

(1) $m$ is very large, cannot loop over all cells
(2) Large parts of grid look the same because only $n$ segments
(3) Separately handle three main cases: 0,1 or 2 U-turns
(1) We focus here only on the hardest case with 2 U-turns.
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## Insight 1

(1) We can assume solution has the gap in the lower half

- Run solution again on flipped input to cover opposite case
(2) There is an optimal solution where a or $d$ is at a segment endpoint (or 0 or $m$ ). Otherwise we could decrease (or increase) both a and $d$ with 1 until either
- a or $d$ reaches a segment endpoint, or
- $d=c$ or $a=b$, in which case we end up with the 1 U-turn case (handled separately, left as an exercise!)
(3) We can assume $a$ is the endpoint
- Run solution again on reversed input to cover opposite case.
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## Insight 2

(1) There is an optimal solution where $b$ or $c$ is at a segment endpoint, for the same reasoning as before (except that this time we would show it by shifting $b$ or $c$ ).
(2) We end up with two cases to consider:

- $a$ and $b$ are segment endpoints
- $a$ and $c$ are segment endpoints
(3) Will focus on the first of these; the other must also be solved, but is done in a very similar fashion.
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(1) Fix some $a$ and $b$. ( $O\left(n^{2}\right)$ possible choices.)
(2) Set $c=b$ (or $c=b+1$ if $x$ is odd) and $d=a+\lceil x / 2\rceil$
(3) Idea: slide $c$ and $d$ right ( $c$ twice as fast as $d$ ) and maintain current score.

- Since grid values rarely change value, we can slide many steps at a time.
- Calculate when either $c$ or $d$ hits next segment endpoint and jump directly there.
- Repeat until $c$ reached the end of the road.



## M - Marvelous Marathon

## Sliding

(1) Fix some $a$ and $b$. ( $O\left(n^{2}\right)$ possible choices.)
(2) Set $c=b$ (or $c=b+1$ if $x$ is odd) and $d=a+\lceil x / 2\rceil$
(3) Idea: slide $c$ and $d$ right ( $c$ twice as fast as $d$ ) and maintain current score.

- Since grid values rarely change value, we can slide many steps at a time.
- Calculate when either $c$ or $d$ hits next segment endpoint and jump directly there.
- Repeat until $c$ reached the end of the road.
(1) "Next segment endpoint" can be found in $O(1)$, for a total complexity of $O\left(n^{3}\right)$.



## M - Marvelous Marathon

## Sliding

(1) Fix some $a$ and $b$. ( $O\left(n^{2}\right)$ possible choices.)
(2) Set $c=b$ (or $c=b+1$ if $x$ is odd) and $d=a+\lceil x / 2\rceil$
(3) Idea: slide $c$ and $d$ right ( $c$ twice as fast as $d$ ) and maintain current score.

- Since grid values rarely change value, we can slide many steps at a time.
- Calculate when either $c$ or $d$ hits next segment endpoint and jump directly there.
- Repeat until $c$ reached the end of the road.
(9) "Next segment endpoint" can be found in $O(1)$, for a total complexity of $O\left(n^{3}\right)$.
- An optimized $O\left(n^{4}\right)$ implementation might also pass.



## M - Marvelous Marathon

## Sliding

(1) Fix some $a$ and $b$. $\left(O\left(n^{2}\right)\right.$ possible choices.)
(2) Set $c=b$ (or $c=b+1$ if $x$ is odd) and $d=a+\lceil x / 2\rceil$
(3) Idea: slide $c$ and $d$ right ( $c$ twice as fast as $d$ ) and maintain current score.

- Since grid values rarely change value, we can slide many steps at a time.
- Calculate when either $c$ or $d$ hits next segment endpoint and jump directly there.
- Repeat until $c$ reached the end of the road.
(1) "Next segment endpoint" can be found in $O(1)$, for a total complexity of $O\left(n^{3}\right)$.
- An optimized $O\left(n^{4}\right)$ implementation might also pass.

Statistics at 4-hour mark: 0 submissions, 0 accepted

| 9 |  | 9 | 9 |  |  | 4 | ${ }_{4} \rightarrow 4$ |  |  |  |  |  | $\rightarrow 6 \rightarrow 6$ | 6 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |  | -75-7 |  | 5 |  |  | 8 | 8 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Results!

